
Overview
Emuru is the first autoregressive text-image gen-
erator that mimics any handwriting / font in ze-
ro-shot and outputs lines of arbitrary length with-
out background artifacts.

Visual prompting
Emuru can fully exploit the style image thanks to 
the paired visual-textual input it receives. Thus, it 
can imitate unusual shapes for characters if they 
appear in the input.

Synthetic Dataset
Emuru has never seen a single real image of text in 
training. Instead, it was trained on >2.2M lines ren-
dered in >100k calligraphy and typography on 
random paper textures

Train Emuru
A T5-Large encoder–decoder learns to autoregress 
latents: noisy teacher-forcing with MSE, then curric-
ulum from 4-7-word to 32-word extends line lenght 
limits.

Inference time!
Feed one reference line + desired text; the Trans-
former emits latents until “padding” latents 
appear (detected via the t-SNE cluster), then the 
VAE decodes the final styled image.

Train the VAE
A lightweight β-VAE turns each 64 px-high line 
into an 8 × w latent grid and is trained with L1 + β
KL, writer-ID, and HTR auxiliaries to isolate stroke 
style and discard background.
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